A2 Computing Keyterms

	Keyterms 1.1
	

	Interface
	A boundary between the implementation of a system and the world that uses it.  It provides an abstraction of the entity behind the boundary thus separating the methods of external communication from internal operation

	Information hiding
	Is the hiding of design details behind a standard interface

	Abstraction
	Representation that is arrived at by removing unnecessary details

	Keyterms 1.2
	

	Algorithm
	A sequence of unambiguous instructions for solving a problem, i.e. for obtaining a required output for any legitimate input in a finite amount of time.  It can be represented as a Turing machine.

	Computational complexity of an algorithm
	Measures how economical the algorithm is with time and space



	Time complexity of an algorithm
	Indicates how fast an algorithm runs

	Space complexity of an algorithm
	Indicates how much memory an algorithm needs

	Complexity of a problem
	Is taken to be the worst-case complexity of the most efficient algorithm which solves the problem

	Basic operation
	The operation contributing the most to the total running time.

	Order of growth
	Assess by what factor execution time increases when the size of the input is increased.

	Asymptotic behaviour of f
	The behaviour of the function f(n) for very large values of n

	O(g)
	Called the big O of g, represents the class of functions that grow no faster than g

	Order of complexity 
	Of a problem is its big O complexity

	Exponential growth
	Growth that has the form kn, e.g. 2n where k=2 and n = 1,2,3 etc

	Exponential time algorithm
	An algorithm whose execution time grows exponentially with input size

	Polynomial growth
	Growth that has the form nk. E.g. n3 where k = 3 and n=1,2,3,4 etc

	Polynomial time algorithm
	An algorithm whose execution time grows as a polynomial of input size

	Linear time algorithm
	A polynomial time algorithm that executes in O(n) time

	Keyterms 1.3
	

	
	

	Keyterms 1.4
	

	Non-computable
	Describes an algorithmic problem that admits no algorithm

	Decision problem
	A yes/no algorithmic problem

	Decidable
	Describes a decision problem that has a yes/no answer

	Undecidable
	Describes a decision type algorithmic problem that is non-computable

	Tractable
	Describes a problem that has a reasonable(polynomial) time solution as the size of its input increases

	Intractable
	Describes a problem for which no reasonable (polynomial) time solution has been found

	Heuristic
	Describes an approach that uses know-how and experience to make informed guesses that assist in finding a polynomial time solution to an intractable algorithmic problem

	Halting problem
	Is it possible in general to write a program that can tell, given any program and its inputs and without executing this program, whether the given program with its given inputs will halt?

	Keyterms 1.6
	

	
	

	Keyterms 2.1
	

	
	

	Object
	An instance of a class

	Instantiation
	An object is defined based on a class

	Class definition
	A pattern or template that can be used to create objects of that class

	Encapsulation
	Combining a record with the procedures and functions that manipulate it to form a new data type, a class



	Inheritance
	Defining a class and then using it to build a hierarchy of descendant classes with each descendant inheriting access to all its ancestors’ code and data

	Polymorphism
	Giving an action one name that is shared up and down a class hierarchy.  Each class in the hierarchy implements the action in a way appropriate to itself

	Keyterms 2.2
	

	Recursive routine
	A routine defined in terms of itself

	General case
	The solution in terms of itself for a value n

	Base case
	A value that has a solution which does not involve any reference to the general case solution

	Stack frame
	The locations in the stack area used to store the values referring to one invocation of a routine

	Keyterms 2.3
	

	List
	A collection of elements with an inherent order

	Abstract data type (ADT)
	A data type whose properties are specified independently of any particular programming language

	Pointer
	A variable that contains an address. The pointer points to the memory location with that address

	Null pointer
	 A pointer that does not point to anything, usually represented by ( or -1

	Pointer type
	A variable of pointer type stores an address of a data value 

	Heap
	The memory locations available to application programs for dynamic allocation

	Dynamic allocation
	Memory space is only allocated when required at run time

	Memory leakage
	Successive calls to allocate memory space are made, but memory locations that are no longer required are not released.  Eventually no memory is left in the heap.

	Key terms 2.4
	

	Dynamic data structure
	The memory taken up by the data structure varies at run time

	Static data structure
	The memory required to store the data structure is declared before run time

	Stack
	A last-in first-out (LIFO) abstract type data

	Queue
	A first-in first-out (FIFO) abstract data type

	Circular queue
	When the array element with the largest possible index has been used, the next element to join the queue reuses the vacated location at the beginning of the array

	Linear queue
	Elements join the queue at one end and leave the queue at the other end

	Priority queue
	Each element of a priority queue has an associated priority

	Keyterms 2.5
	

	Graph
	A diagram consisting of circles, called vertices, joined by lines, called edges or arcs; each edge joins exactly two vertices

	Neighbours
	Two vertices are neighbours if they are connected by an edge

	Degree
	Of a vertex, the number of neighbours for that vertex

	Labelled or weighted graph
	A graph in which the edges are labelled or given a value called weight

	Automation
	Turning an abstraction into a form that can be processed by a computer

	Directed graph or digraph
	A diagram consisting of circles, called vertices, joined by directed lines called edges.

	Simple graph
	An undirected graph without multiple edges and in which each edge connect two different vertices

	Explorer’s problem
	The solution finds a route that traverses each road exactly once before returning to the starting point

	Traveller’s problem
	The solution finds a route that visits each city exactly once before returning to the starting point

	Closed path or circuit
	A sequence of edges that starts and ends at the same vertex and such that any two successive edges in the sequence share a vertex

	Cycle
	A closed path in which all the edges are different and all the intermediate vertices are different

	Tree
	A connected undirected graph with no cycles

	Rooted tree
	A tree in which one vertex has been designated as the root an every edge is directed away from that root

	Keyterms 2.6
	

	Linear search
	

	Bubble sort
	

	Keyterms 3.1
	

	Real number
	A number with a fractional part

	Scientific notation
	 A real number represented by a sign, some significant digits and a power of 10

	Significant digits 
	Those digits that carry meaning contributing to the accuracy of a number.  This includes all digits except leading and trailing zeroes where they serve merely as place holders to indicate the scale of the number

	Floating point notations
	A real number represented by a sign, some significant digits and a power of two

	Normalisation
	Maximises precision for a given number of bits

	Precision
	The maximum number of significant digits that can be represented

	Absolute error
	The difference between the actual number and the nearest representable value

	Relative error
	The absolute error divided by the actual number

	Underflow
	The value is too small to be represented using the available number of bits

	Overflow
	The value is too large to be represented using the available number of bits
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